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ABSTRACT

. A database for study of the impact of Doppler wind lidar data on numerical weather prediction in Observation Sys-
tem Simulation Experiments was created. Five Doppler wind lidar scenarios, TIROS Operational Vertical Sounder,
Advanced TIROS Operational Vertical Sounder, Advanced Scatterometer, and all conventional observation types with
arealistic distribution in time and space have been successfully simulated. A 30-day run of the ECMWF forecast model
was used as a physically sound reference state. This “true” atmospheric state was sampled at the observation positions
and times. The simulated true variables were mapped onto the “measured” variables, and a mix of random and gross
errors with realistic statistical characteristics was added. The simulated observations were validated by comparison with

existing data where available.

1.Introduction

The accuracy of a forecast from a numerical
weather prediction (NWP) system depends on a very
accurate description of the initial state of the atmo-
sphere and a realistic computer model to simulate the
subsequent atmospheric evolution. The main variables
that need to be observed in order to provide an ad-
equate description of the atmosphere on scales repre-
sented by most of the present global NWP models are
the three-dimensional fields of temperature, humid-
ity, and wind at a 50-100-km resolution in the hori-
zontal and 1 km in the vertical from the surface to
about 30-km altitude. Space-based observing systems

“offer realistic hope of meeting the requirements of
operational meteorology for a global coverage of ob-
servations with adequate spatial and temporal reso-
lutions. Besides the observation coverage, spatial and
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temporal resolutions, the accuracy of the analysis of
the initial state is highly dependent on the observa-
tion accuracy. Over the oceans, which cover most of
the earth’s surface, the horizontal and vertical cover-
age of “conventional” observations (i.e., from surface
stations/platforms, balloons, and aircraft) is sparse. In
the mid- and high latitudes, the temperature and wind
fields are coupled through the dynamical equations
governing atmospheric motion. However, there is a
significant component of the flow on small horizon-
tal scales that is not coupled, making measurements
of wind useful and important in the presence of tem-
perature observations. In the Tropics, the coupling is
much weaker and direct observations of wind are even
more important.

The current wind observation coverage is far from
the above requirement. One of the promising future
instruments is a spaceborne Doppler wind lidar
(DWL). It measures the Doppler shift of a refracted
signal due to moving aerosol and cloud particles along
aline of sight (LOS). A vertical wind component pro-
file can be inferred. By probing in different azimuthal
directions, the full horizontal wind vector field may
be resolved. Such an instrument could profile the at-
mosphere from 20-km height to the surface with a
high vertical resolution. A comprehensive introduc-
tion to lidar-measured wind from space is given by
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Baker et al. (1995) and Betout et al. (1989). However,
the costs of a high resolution and accurate DWL sys-
tem are considerable and cost/benefit analyses need
to be made. A frequently used technique to evaluate
the impact of observing systems on NWP is to per-
form Observing System Simulation Experiments
(OSSEs). In such experiments, two data assimilation
runs are performed in parallel, one including and the
other excluding the observing system under investi-
gation. The parallel sets of analyses and subsequent
forecasts are then compared to assess the impact of
the observing system under investigation. The Euro-
pean Space Agency (ESA) has initiated two study con-
tracts to prepare a database to assess the impact of
DWL data in OSSEs that were recently completed by
Stoffelen et al. (1994) and Roquet et al. (1995). This
article provides an overview of what was done and
introduces the final product to potential users.

First, we mention some opinions and recommen-
dations on the prerequisites for OSSEs from the litera-
ture. OSSEs usually (Andersson et al. 1991) provide
the clearest answers in the following circumstances:

* the simulated data have similar errors as the real
data used in the operational analyses;

* significant meteorological activity over the area and
period of the study is present; and

« the data under investigation are the only data avail-
able in the area of interest—that there is no data
redundancy [other than necessary for quality con-

trol (QC)].

The main drawback of the OSSE approach is the
uncertainty in describing the error structure of a yet-
to-be-deployed observing system and the use of nu-
merical models to provide both the “observed”
atmosphere and the verification “truth.” The latter is
known to be the identical or fraternal twin problem,
which results from the fact that even two different
models may be more like each other than like the at-
mosphere (Carr et al. 1993). Therefore, we did not
attempt to run OSSEs with the identical system but
concentrated on the simulation and validation of the
database. The assumed error structure is described
later in this paper.

TaBLE 1a. The OSSE database contains these simulated observations over a 30-day period at each observation point. The
abbreviations are pp for pressure, dd and ff for wind direction and speed, T for temperature, rH for relative humidity, T, for dewpoint
temperature, 7, for brightness temperature, Z for geopotential, HLOS for horizontal line-of-sight wind, and o, for radar backscatter

measurement.
Observation pp dd Nid T rH T, T et VA HLOS o, | Level
SYNOP X X x X X X Surface
SHIP X X X X X X Surface
AIREP X X X X Flight level
grgg’i‘ng X X X % Cloud top |
DRIBU X X X X X x Surface
TEMP - X X X 3; X X . 31 levels :
PILOT b X X - - V31 ”levéls J
TOVS X 25 channels
Surface
x  020km
i
X 38 channels
X WMSea surface
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The observations should be simulated at the obser-
vation site and include as realistic an error structure
as possible. Both random and systematic errors, in-
cluding where appropriate the instrument’s response
to scales of motion not resolved by current analysis—
forecast systems, should be included, as well as simu-
lations of any other future observing systems (Arnold
and Dey 1986).

Without the actual instrument being operational,
data must be simulated to represent what the observing
system would sample. The database must be created to
represent the ability of the instrument to take measure-
ments that can be assimilated into analyses for global
forecast models (Rohaly and Krishnamurti 1993).

Controversy in the interpretation of OSSEs arises
because assimilation systems do not always exploit
observational data to the best possible effect toward
an improved forecast. In data assimilation systems, as-
sumptions on model and observation error character-
istics have to be made in order to make an analysis.
(Hollingsworth and Lonnberg 1989). The provision
of both the truth and the time- and space-dependent

observation errors in this database allows the testing
of assimilation systems.

The original purpose of this database was to assess
potential impact of DWL observations on NWP. The
data are available in their full natural coverage in
space and in time. For completeness, we have in-
cluded simulated observations from additional satel-
lite systems, such as Advanced Scatterometer
(ASCAT) under development by ESA and Advanced
Tiros Operational Vertical Sounder (ATOVS) on the
next generation of National Oceanic and Atmospheric
Administration (NOAA) polar orbiters that might be
used to supplement DWL data. As such, this database
is the most extensive ever produced. Furthermore,
special care was taken to generate realistic observa-
tion error characteristics for all data. The main inno-
vation here was to include gross errors. Gross errors
are caused by instrument failure or report trans-
mission errors, but also by the fact that a measure-
ment is not representative of the NWP model
resolution. When a gross error occurs, the observa-
tion does not relate to the atmospheric state and is

TagLE 1b. The OSSE database contains these nature run values over a 30-day period at each observation point. The abbreviations
are pp for pressure, u and v for wind vector components, 7 for temperature, rH for relative humidity, g for specific humidity, HLOS
for horizontal line-of-sight wind, TCC for total cloud cover, Tbn,ghl for brightness temperature, CLW for cloud water content, CC for
fractional cloud cover per grid volume, and ¢, for radar backscatter measurement.

Observation pp u 4 T rH ™ 171, CLwW CC o, Level
SYNOP X X X X X Surface
SHIP X \x ”x H X "‘ .xi N - o - S;r;ace :
AIREP X x x X “‘ Fl‘igl;t le;\;eI |
SATOB ® - >- x X X | b R MwCIou&‘t;é |
‘ SRIBU o .x s .“_x. . x « ) ) . . U ,,._..g;;f.ac(; —
e ) e 3 N X SR 3 et e mw3“eﬁgls_
PILOT X X X 73i levels-
TOVS X X 25 chémneis
oAOE ) - e e e S;ﬁzce_
DWL HLOS q X X 0-20 km E
ATOVS X X | 3;& .chanr;els.
ASCAT o e |

x Sea surface |
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therefore potentially damaging for data assimilation.
Forecast skill is known to be sensitive to gross error
elimination procedures, that is, quality control in
critical atmospheric conditions (Jarraud et al. 1989).
We simulated gross error levels for all data types
based on the experience with operational QC proce-
dures. In previous databases prepared for OSSEs, no
account was taken of gross error rates. Furthermore,
this database is an improvement on older OSSE
databases, as it takes account of the full three-
dimensional cloud information at every model
gridpoint for the simulation of DWL, TIROS Opera-
tional Vertical Sounder (TOVS), and ATOVS
(Rohaly and Krishnamurti 1993).

This paper is only concerned with the simulation
of the observations, and therefore OSSEs using this
database are not described.

A description of how the OSSE database was cre-
ated is given in section 2. [For more technical detail
refer to Becker and Roquet (1995).] In section 3, a
brief description of validation tasks and some of the
results will be presented. Contents of the simulated
observation database are described in section 4.
Access to the OSSE database is granted by ESA on
request (explained in the appendix).

2.How the OSSE database was created

A suitable candidate for the creation of an OSSE
database under the above-mentioned constraints is the
high-resolution ECMWF Integrated Forecasting Sys-
tem (IFS) (Courtier et al. 1991; Ritchie et al. 1995),
which for data assimilation purposes is capable of
running a forecast and comparing it with observations
at the same time.

Using the IFS, the following observing systems
were simulated for a period of 30 days from 5 February
to 6 March 1993:

» Conventional observations

- surface observations (SYNOP)

- ship observations (SHIP)

- observations from drifting and moored buoys
(DRIBU)

- radiosonde observations (TEMP)

- pilot balloon observations (PILOT)

- Southern Hemispheric surface-pressure observa-
tions derived from imagery and ancillery infor-
mation (PAOB) '

- aircraft observations (AIREP)
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* Present satellite systems
- TIROS Operational Vertical Sounder (TOVS)
- satellite cloud-tracked winds (SATOB)
¢ Future satellite systems
- Doppler wind lidar (DWL)
- Advanced SCATterometer (ASCAT) -
- Advanced TOVS (ATOVS).

The spatial coverage is comparable to a normal
day’s data coverage from the global observation net-
work available via the Global Telecommunication
System (GTS). The employed error characteristics
were derived from many years experience from ob-
servation QC procedures at the U.K. Meteorological
Office (UKMO) and at ECMWF (Lorenc et al. 1991;
Gandin et al. 1993; Eyre 1990; Eyre et al. 1993;
J. Eyre 1994, personal communication; Ingleby and
Parrett 1994; R. Graham 1994, personal commu-
nication; ECMWF 1992). Statistics on observation
accuracy and reliability of both centers were compared
in detail and generally found in agreement. They in-
clude random observation errors, and where appropri-
ate representativeness errors, to take into account the
instrument’s response to scales of motion not resolved
by current analysis—forecast systems (Stoffelen et al.
1994; Roquet et al. 1995). A summary of the actual
measurements simulated is given in Tables 1a and 1b.
Observation coverage plots can be viewed in Stoffelen
et al. (1994) and Roquet et al. (1995).

The ECMWF IFS was run at full resolution to pro-
vide information on the atmospheric state assumed to
be without error at observation positions. This is
called the nature run. In a postprocessing step, an er-
ror model converts these nature run values to true ob-
servations by applying gross and Gaussian errors as
described briefly in section 2e and in more detail in
Stoffelen et al. (1994) and Roquet et al. (1995).

The choice of using a numerical atmospheric model
to conduct this task is based on the fact that it pro-
vides a consistent evolution in space and time for pa-
rameters that are not analyzed by a data assimilation
system (i.e., cloud information). In most current as-
similation systems, an analysis is available only ev-
ery 6 h, which would leave us with considerable
difficulties to simulate contiguous observations with
a temporal resolution of the order of seconds. The IFS
meets these requirements. It even provides an integral
framework for these tasks. We decided to use the full
original data coverage from conventional observations
but employ orbit simulators for the DWL, ASCAT,
ATOVS, and TOVS instruments for the whole period.
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We could have used the existing TOVS data cover-
age from National Environmental Satellite, Data and
Information Service (NESDIS), but to be independent
from technical problems in the TOVS data reception
over this rather long period in time and to be consis-
tent with the treatment of the other orbiting satellite
platforms, we chose the orbit simulator. The tasks
listed below and depicted in the data flow diagram of
Fig. 1 are described in more detail below:

* an orbit simulator for conical and crosstrack scan-
ning satellites,

* an observation preprocessor to set up observation
files,

 a forecasting system in observation comparison
mode to provide true observations, and

COF ORBIT SIMULATOR
SYNOPR, BUOY TD%E((:QQ))
SHIP PAOB ASCAT
SATOB, AIREP ATOVS (x2)
TEMP, PILOT
Y
PREOB
Pre-processor
y % g
- 2 Nat
Initial IFs 3 E:Ut:‘re
b tion simulat
data observation simulator archive
6 hourly

W

‘Nature’
CMA

PREOB
Post-processor

\

PREOB BUFR-ization

BUFR OSE
database

Fi6. 1. Schematic of the observation simulation system. COF:
Comprehensive Observation File, contains all available
observations. IFS: Integrated Forecasting System; CMA: Central
Memory Array, medium for communication between model and
observations; PREOB: creates CMA from COF and from the orbit
simulator output and manipulates observations.
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* an observation postprocessor to
- apply a neutral (zero error) postprocessor
- apply an error model to the true observations
- convert observations into Binary universal For-
mat Representation (BuFR).

a. The orbit simulator

This section describes the spatial distribution of
the simulated satellite data. The Laboratoire de
Meét€orologie Dynamique (LMD) provided a program
to calculate the positions of fields of view (FOVs) of
a conical scanning instrument on a satellite platform
in polar orbit with given inclination and altitude for a
prescribed period in time (P. Flamant 1994, personal
communication). To provide a uniform ground cov-
erage for the DWL instrument (Fig. 2), we simulated .
the conical scanning instrument with an odd number
of shots (19) per two mirror cycles (20 s). For TOVS
and ATOVS, we simulated the 120-km resolution
TOVS NESDIS product. That is, 18 FOVs across-
track and one in every third scanline that is randomly
thinned by 50%. The ASCAT instrument is based on
a design for the payload of the European meteor-
ological polar satellites (METOP). Each FOV is simu-
lated as seen under its individual (node dependent)
incidence angle on either side of the satellite track.
FOVs over land or ice are not simulated.

b. The observation preprocessor

This tool sets up the observation files that ulti-
mately communicate with the forecast model. Because
of the large volumes of simulated data, there were con-

Fic. 2. DWL conical scan pattern with 19 shots per double
mirror cycle, representing a shot frequency of 0.95 Hz. Each dot
represents one profile.
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siderable technical problems to surmount. Figure 3
shows the observation data count per observation type
for a typical 24-h period. The original actual conven-
tional measurement values are overwritten with O and
merged with the orbit simulator output, to provide
only characteristic data coverage by time and location
in latitude, longitude, and pressure (channel for TOVS
and ATOVS). This set of files is then compared with
the simulated truth from the forecast fields in the fore-
casting system at every hour, to account for the asyn-
optic nature of observations, and the simulated true
value is stored. This value will be called the nature
run value.

c¢. The nature run truth

The ECMWF IFS global spectral weather forecast-
ing model cycle 12r1, using triangular truncation at
wavenumber 213, 31 levels in the vertical, and enve-
lope orography, was run from an initialized analysis
in normal forecast mode over the whole 30-day, 720-h
period. This resolution is equivalent to a 62.5-km
horizontal gridpoint spacing (Hortal and Simmons
1991). The smallest resolved half-wavelength is
94 km. The 31 vertical model levels are defined by
hybrid coordinates (Simmons and Striifing 1981) with
between three and eight levels in the boundary layer
at approximately 33, 150, 360, 640, 970, 1360, 1800,
and 2290 m above the surface. The physics package

consists of the radiation scheme by Morcrette (1990),
the mass-flux convection scheme by Tiedtke (1989),
and the gravity wave drag scheme by Miller et al.
(1989). The boundary layer scheme and the land sur-
face scheme are described by Viterbo and Beljaars
(1995). The TOVS and ATOVS brightness tempera-
tures are calculated using the radiative transfer model
within the IFS (Eyre 1991) and assumes a surface
emissivity of unity for all channels. The scatterom-
eter backscatter measurements were calculated with
CMOD4 (Stoffelen and Anderson 1995).

The nature run truth is the forecast model output.
The nature run fields are postulated to be the true at-
mospheric state.

d. The postprocessor

The postprocessor is run to calculate statistics, ap-
ply an active or a neutral (zero error) postprocessing,
and includes the step to convert the observations into
BuFR. For TOVS and ATOVS data, the postprocessor
includes the decision-making logic on the cloud-clearing
route, on which different error characteristics are ap-
plied in the error model (Stoffelen et al. 1994).

For DWL data, we simulated both detection error,
which is dependent on instrument and atmospheric
optical properties, and representativeness error, which
is a measure of how the spatial and temporal scales
of a particular observation represent the spatial and

temporal scales resolved by the
equivalent simulated model

oo VS A L ” ——— ASCAT variable. Detection error was
- l\\v/\/ ) DAY g%i derived from a universal profile

~—— AIREP of clear-sky backscatter and

1000 1 jA — f,‘;’,’;’ﬁ transmission computed from the
:lﬁ%‘: nature run relative humidity,

/ r m—— TOVS cloud cover, cloud water/ice

100 N - :gc&B content, and a climatological
NY/24 VD T 7 temperature profile that pro-

adl N vides a signal-to-noise ratio
(SNR) that is linked to'the LOS

10 wind error by the so-called
Zmic equation (Courtier et al.

m 1992). The detection error and

10 o UYL L L representativeness error have
0 8 6 T 1 21 been squared and added, and the

Fi. 3. Typical observation coverage in time for a 24-h period. Mind the logarithmic
scale for the observation count on the left. The ASCAT observation count reflects the
varying subsatellite track over land/ice and open sea, whereas the TOVS, ATOVS, and
DWL observation counts reflect a uniform coverage along the swath. The other
observations are taken from the GTS and show the same counts as were reported at the

time (25 February 1993).
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square root has been taken to
give the final standard deviation
of error for the horizontal line-
of-sight wind (HLOS). [See
Stoffelen et al. (1994) for more
details.]
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ASCAT data are simulated from the 10-m nature
run wind after application of a Gaussian error with
a standard deviation of 1.6 m s™', which is then trans-
posed into o, space using the transfer function
CMOD4 (Stoffelen and Anderson 1995) where a fur-
ther wind-speed-dependent error and a constant rep-
resentativeness error are applied (Roquet et al. 1995).

For the other observation types, the statistics
applied in the error model are deduced from ex-
perience in data assimilation at the UKMO and at
ECMWF and are deduced from observation QC pro-
cedures (Lorenc et al. 1991; Gandin et al. 1993;
Ingleby and Parrett 1994; R. Graham 1994, personal
communication; ECMWF 1992). Neutral post-
processing is a mere change of the position of the na-
ture run value in the observation file to allow for an
inner consistency check of the nature run production.
Active postprocessing is the application of the error
model to all observations.

The data volume reduction was a main effort. Con-
verting the data into BuFR allows an efficient way to
store and retrieve huge data files. We achieved high com-
pression rates of 1/40 and better, depending on data type.

e. The error model

The error £ applied to each datum is determined by
a standard deviation o, a probability of gross error Pg,
and a gross error range Rg. Depending on a random
number, in a fraction 1-Pg of cases a random Gaussian
error with the standard deviation o or alternatively a
random error uniform in the range Rg is added to the
nature run value:

€= Go;p<Pg
~ | P Rg ; otherwise .

Here G is a function providing a random number
from a Gaussian distribution with a mean of zero and
a standard deviation of one; P is a function provid-
ing a random number from a homogeneous distribu-
tion in the range (=0.5, 0.5); p is similar, but operates
in the range (0, 1). The total error distribution is
shown in Fig. 4. Tables 2 and 3 show o, Pg, and Rg
for most of the observation types. See also Stoffelen
et al. (1994) and Roquet et al. (1995) for more detail.

3.Validation tasks

After the application of the error model the simu-
lation is complete. However, the task of validating the
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simulation procedure and the simulated values was at
least as demanding as the production itself. Most of
the validation tasks were run alongside the produc-
tion, every 24 h for 30 days, and their results were
carefully examined (Becker and Roquet 1995). Some
examples of the validation of this database are briefly
outlined below.

a. Orbit simulator

To prove contiguously simulated orbits, they were
plotted and compared with true coverage plots if they
exist.

b. Observation preprocessor

Data coverage plots validated the integrity of the
simulated orbits, and comparison with operational
data coverage plots gives further checks for missing
data, etc. The number of measurements plotted as a
time series allowed monitoring of the continuity of the
observation file production.

c. Nature run truth

After a 1-day forecast followed by neutral (zero
error) postprocessing, the same set of observations un-
derwent an identical forecast comparison for an in-
tegrity check. The measure of distance between the
forecast and the observed atmospheric state for all
observation types was 0, showing that the nature run
was consistent and reproduceable. Simple monitor-
ing of the nature run was accomplished by plotting
standard deviation and mean profiles on pressure lev-
els (Fig. 5) for DWL wind components (m s™'), rela-
tive humidity (%), cloud cover (%), and cloud liquid

PDF

Rg

Fic. 4. Assumed error model. PDF: probability density
function; o: standard deviation; Rg: gross error range; Pg: gross
error probability; x: observation domain.
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water (g kg™') averaged over the North-
ern Hemisphere north of 20°N. The fig-
ure refers to all data in a period of one

TabLE 2a. Standard deviation ¢ of error for simulated surface observations,
TEMP, PILOT, SATOB, and AIREP.

day in a DWL scenario with 800-km or-

i‘H (%)

bit. The numbers on the right-hand side c pp (hPa) u,v(ms™)  T(K) Level

of the individual graphs indicate the data

count per level. Figure 6 shows the SYNOP 1.0 20 25 13 Surface

simulated clear column brightness tem- | ggpp ¢ 50 g inoyat embane

peratures by channel number for the

ATOVS instrument over sea, as they are AIREP 4.0 2.5 1000 hPa

simulated from the radiative transfer - e T

model within the IFS (Eyre 1991). | AIREP 40 19 850 hPa
AIREP 4.0 1.7 All other levels

d. Postprocessor . B _

Most important here is to check the | §ATOB 1.8 1000 hPa
correct application of Gaussian and - : .
gross errors in the error model for all ~ SATOB 1.8 850 hPa
observation types. The ?xpectatlon IS gatoB 9 00D
that as long as the theoretical error stan- - T
dard deviation applied in the error model  sATOB 21 500 hPa
is constant with the atmospheric state, it - —
is identical with the root-mean-square  SATOB 4.0 400 hPa
(rms) of the applied error. The mean of the i ‘ - T
applied error should approach zero when SATOB 46 300 hPa
a higher number of samples is taken. In  gatoB 5.0 Above
Fig. 7 the rms of the simulated errors is - S
plotted against the standard deviations = DRIBU 1.3 22 2.0 13 Surface
applied in the error model. Statistics on - con T
the Gaussian part of the error model are | TEME 20 12 13 1000 1%
presented on the left-hand side of Fig. 7. tpyp 18 A 0.8 14 850 hPa

There is an exact match between the

theoretical and applied errors for TEMP
wind u component (Fig. 7a), and the mean
of the applied error is very close to zero as the theo-
retical standard deviation of error does not vary with
atmospheric state. The expectation is met very well.

The SNR for the DWL varies with the optical prop-
erties of the penetrated column. As a consequence, the
standard deviation of the theoretical error in HLOS
is not constant but varies with the varying cloud and
moisture fields throughout the troposphere. InFig. 7c
above 170 hPa, the match between the theoretical er-
ror (thin solid line) and the applied error (thick dashed
line) is good, as less cloud particle backscatter here
lowers the SNR (the amount of aerosol particles is
- constant at each vertical level). An exact match be-
tween the theoretical error and the applied error is
found when each discrete value of expected SNR is
investigated individually (not shown).

Figure 7 right shows the same statistics for gross
errors. The notation is the same as for Gaussian er-
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ror. The theoretical gross error standard deviation is
equal to Rg 1/[2 (3)'?]. The observation count also
allows a check on the correct application of the gross
error probability, since adding up the counts for both
errors does match the nature run data count for each
pressure level. Note the very high gross error rate for
DWL in the stratosphere and upper troposphere due
to the lack of backscattering particles (Fig. 7d)
and the decreasing measurement error toward the
lower troposphere (Fig. 7c). This behavior of the er-
ror characteristics is very realistic. The accuracy of
the DWL is about 2.5 times smaller than for TEMP.
However, we should note here that this number de-
pends rather critically on the aerosol loading, which
in turn is not very well known. The assumptions on
the vertical aerosol distribution in this study are
conservative (Stoffelen et al. 1994). Whether or not
the availability of many measurements providing
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TasLE 2a. Continued.

compare the retrieved with the input wind
vectors and calculate the error character-

istics, which validates the assumptions

c pp (hPa) w,v(ms™) T (K) rH (%)  Level made on the ASCAT o, error. This check
was run on every day of ASCAT data to
TEMP 1.6 0.8 16 700 hPa recognize any changes in the overall sta-
TEMP 21 08 18 500 1P tistics over the'period of'the pr(')dlllcti.on.
An optimal interpolation assimilation
TEMP 2.6 0.8 20 400 hPa experiment [see Lorenc (1981) and
ECMWEF (1992) for a description of the
TEMP 3.0 0.9 22 300 hPa ECMWEF data assimilation system] was
TEMP 30 1 " ’250 HPa run close to the s@ning date of t]_le OSSE
' ] database production where the simulated
TEMP 27 1.2 26 200 hPa observations from the database and the
true state of the atmosphere are still very
TEMP 2.4 1.0 28 150 hPa similar. Observation types SYNOP,
AIREP, SATOB, DRIBU, TEMP, PI-
TEMP 21 0.8 30 100 hPa LOT, and TOVS were extracted from the
TEMP ‘ W 0.8 70 hPa database. Two assimilations have been
- . e . . run at T106 resolution (note that the
TEMP 0.9 50 hPa equivalent horizontal resolution is
' 125 km and different from the nature
TEMP 1.0 30 hPa run) from a 6-h time window around
TEMP s 10 kPa 0600 UTC 5 February 1993. One experi-
. ment assimilated 6 h of original data
PILOT same as for TEMP from the GTS describing the true state
‘ of the atmosphere, and the other assimi-

PAOB 20 Surface

lated 6 h of simulated data from the OSSE

global coverage and high vertical resolution but
with low accuracy is of less benefit for data assimila-
tion than fewer accurate observations can only be in-
vestigated with extended OSSEs. This task is left to
other data assimilation system developers for reasons
mentioned earlier. However, a quick test assimilation
of DWL data has proven beneficial over data-void ar-
eas (Haution 1995). Figure 8 shows rms statistics in
o, space plotted over wind speed intervals of I ms™'.
Note that the curve depicts nicely the applied error
function with the minimum at 6, = 0.05 and 16 m s~

e. Final database

Time series of single observation stations reveal the
behavior of the nature run and the simulated value.
Figure 9 shows surface pressure in Sule Skerry at
59.05°N and 4.24°W. The smooth line depicts the na-
ture run, and the noisy line depicts the simulated surface
pressure. Long spikes indicate the application of gross
errors. The simulated ASCAT data were processed by
the ERS1 retrieval module developed at ECMWF to
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database. The results of the assimilations
are to a very high degree similar as can be
seen from comparison of Fig. 10a with Fig. 10b. These
validation tasks increase our confidence that the produc-
tion of the database has been conducted successfully.

4.Contents of the OSSE database

The OSSE database contains simulated observa-
tions and nature run values, the latter represent the
true observations before the error generation, over a
30-day period at each observation point. Tables 1a
and 1b describe the parameters that are available.

TOVS brightness temperatures are provided for the
High-Resolution Infrared Radiation Sounder (HIRS)
channels 1-8 and 10-19, the stratospheric sounding
unit (SSU) channels 1-3, and the microwave sound-
ing unit (MSU) channels 1-4. ATOVS brightness
temperatures are provided for the same HIRS chan-
nels 1-8 and 10-19 and for the Advanced Microwave
Sounding Unit (AMSU)-A channels 1-15 and
AMSU-B channels 16-20. These channels are part of
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TasLE 2b. Gross error probability Pg for simulated surface observations,
TEMP, PILOT, SATOB, and AIREP. Gross errors are only applied to 10% of all
TEMP and PILOT reports. Ninety percent of all TEMP and PILOT reports do

4) a 525-km orbit, with 5-J transmitted
energy, a 0.95-Hz sampling fre-
quency, and a vertical resolution of

not contain any gross errors.

about 950 m; and
5) an 800-km orbit, with 10-J transmit-
ted energy, a 9.5 Hz sampling fre-

Pg pp u,v T rH Level . :
quency, and a vertical resolution of
SYNOP 0.015 0.020 0.020 0.040  Surface about 270 m for a period of 1 day in
- T — the North Atlantic.
SHIP 0.060 0.060 0.070 0.050  Surface
AIREP | ”0.030” ) 0.030 All levels 5.Conclusions
- SATOB 0.030 All'levels . ) )
; S e . I For the first time, a database with spa-
DRIBU 0.030 0.040 0.070 0.050  Surface tial coverage comparable to that received
T S LTI U s every day from the global observation
- TEMP 0.150 0.150 ( All levels network available via GTS and with
PILOT 0.150 0.150 0500 Alllevels ~ Knownerror characteristics derived from
, ...~ many years experience of analyzing
© PAOB 0.004 Surface | these data (Lorenc et al. 1991; Gandin et

the ATOVS design to allow better retrievals of atmo-
spheric temperature and water vapor profiles from the
surface up to 2 hPa. The 31 TEMP and PILOT pres-
sure levels 10, 30, 50, 70, 90, 100, 125, 150, 175, 200,
250, 300, 335, 370, 400, 450, 500, 540, 580, 620, 660,
700, 730, 770, 810, 850, 900, 935, 970, 1000, and
1010 hPa are the standard pressure levels and addi-

tional levels, which are close to the fore-
cast model’s vertical nodes. Each of
these simulated observations has an ap-
pendix that describes the history of the
simulated datum. It contains the simu-
lated true data and the applied error char-
acteristics as described in section 2e. The
five DWL instrument scenarios are

1) an 800-km orbit, with 10-J transmit-
ted energy, a 0.95-Hz sampling fre-
quency, and a vertical resolution of
about 950 m;

2) an 800-km orbit, with 5-J transmit-
ted energy, a 0.95-Hz sampling fre-
quency, and a vertical resolution of
about 950 m;

3) a 525-km orbit, with 10-J transmit-
ted energy, a 0.95-Hz sampling fre-
quency, and a vertical resolution of
about 950 m;
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al. 1993; Eyre 1990; Eyre et al. 1993;
J. Eyre 1994, personal communication;
Ingleby and Parrett 1994; R. Graham

1994, personal communication; ECMWF 1992) is
available for OSSEs. The most important features of
the database are

* multitude of conventional and satellite observa-
tional systems with realistic temporal and spatial
distribution;

TaBLE 2c. Gross error range Rg for simulated surface observations, TEMP,
PILOT, SATOB, and AIREP.

Rg p u,v T rH Level
SYNOP 31.25 23.26 333 1000 Surface
é SHIP 31.25 23.26 333 100.0 Surface
AIREP 70.71 333 All levels
| SATOB 2582 Alllevels |
DR;BU - 2326 0.04 100.0 1000  Suface
TEMP 071 1000 1000 Alllevels |
PILOT 7071 1000 1000 Allevels
e T
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TaBLE 3a. Standard deviation ¢ of error, gross error probability Pg, and gross error range Rg for simulated TOVS brightness

temperatures.

o Pg Rg Channel
Clear Partly cloudy Cloudy Clear Partly cloudy Cloudy
sky sky sky sky sky sky
0.70 0.70 0.70 0.010 0.010 0.010 20 HIRS-1
0.35 0.35 0.35 0.005 0.005 0.005 20 HIRS-2
0.30 0.30 0.30 0.005 0.005 0.005 20 HIRS-3
0.20 0.20 0.001 0.002 20 HIRS-4
0.30 0.30 0.002 0.004 20 HIRS-5
0.40 0.50 0.005 0.010 20 HIRS-6
0.60 0.90 0.010 0.020 20 HIRS-7
1.10 1.90 0.010 0.020 20 HIRS-8
0.80 1.30 V 6.010 0.020 20 HIRS-10
1.10 1.10 0.002 0.004 20 HIRS-11
1.50 1.50 0.005 0.010 20 HIRS-12
0.50 0.90 0.010 | (1};()02 20 HIRS-13
0.35 0.60 0.005 0.010 20 HIRS-14
0.30 0.40 0.001 0.002 20 HIRS-15
0.35 0.35 0.001 0.002 20 HIRS-16
1.00 2.00 . 6.0710 0‘602 20 HIRS-17
1.00 2.00 0.010 0.020 | 20 HIRS-18
1.00 2.00 0.0 l(i ) 0.020 20 HIRS-19
1.00 1.00 1.00 0.010 0.010 0.010 20 MSU-1
0.30 0.30 0.30 40.005 0.005 0.005 20 MSU-2
0.22 0.22 0.22 0.001 0.001 0.001 20 MSU-3
0.25 0.25 0.25 0.005 0.005 0.005 20 MSU-4
0.40 0.40 0.40 0.010 0.010 0.010 20 SSU-1
1.00 1.00 1.00 0.015 0.015 0.015 20 SSuU-2
1.80 1.80 1.80 0.020 6.620 - ” 6.020 20 SSU-3
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TasLE 3b. Standard deviation oof error, gross error probability
Pg, and gross error range Rg for simulated ATOVS. The simulated
HIRS channels on ATOVS are the same as for TOVS.

o Pg Rg Channel
1.15 0.005
L o_.ogsw;_
1.15 0.005
j 0.59 0002 AMSU-4
0.33 0.001 AMSU-5
0.29 0.001 20
0.27 0.001 20
028 0001 20
02 o001 2
gon ,
0.32 0.002 20 AMSU(-VI 1 h
040 0003 20 AMSU-12
0.50 0.004 20 AMSU-13
0% 0005 0 AMSU-14
1.14 0.005 20 AMSU-15
114 0005 20 AMSU-16
1.14 0.005 20 AMSU-17
152 0,002 20 AMSU-18
105 0002 2 AMSU-19
. e

* realistic error characteristics through the inclusion
of the concept of gross errors;

* simulation of a temporally consistent true at-
mospheric state for all meteorological parameters,
including three-dimensional clouds on all model
gridpoints over a period of 30 days;

* detailed simulation of four different DWL
scenarios with varying orbit height and laser
power;

2290

DWL1 U-comp N.Hem Data

pp [hPa] count count
61 + - L 32019 e 2019
704 | H L 32019 I 32019
79 | 32019 32019
90 32019 I 32019
1034 | 32019 b 32019
117 ] 32019 32019
1334 32019 32019
152+ ! 32019 32019
173 ) F 32019 32019
1974 32018 32019
224 4 i 32019 32019
255 1 32019 32019
288 4 32019 32018
326 ! 32019 32018
367 1 32019 32018
213 | 32019 32019
463 4 32017 32017
518 [ I 31891 31891
577 4 [ 31782 31782
642 ; 31570 I 31570
7134 [ 30831 30931
790 4 1§ 29587 29587
8744 G 26583 } 26583
9! ¥ 6716 L
T T 1 T LI R S R B A a e 8716
40 0 40 002 004 006 008 0.1
m/s g/kg
DWL1 V-comp N.Hem Daua DWL1 Cc N.Hem Data
pp [hPa) count  pp [hPa] count
61 L L 32019
70 32019
791 | 32019
50 32019
1031 32019
17 32019
133 32019
152 -1 32019
173 32019
167 32019
224 32019
255 4 32019
283 - 32019
326 32019
367 32019
413 32019
453 32017
518 31891
5774 31782
642 31570
713 30031
790 29587
874 26583
965 ~— T T 8716
40 1

FiG. 5. Standard deviation and mean of the nature run DWL
wind components (m s1), relative humidity (%), cloud cover (%),
and cloud liquid water (g kg™!) averaged over the Northern
Hemisphere north of 20°N. The left-hand axis shows vertical level
in hPa, and the right axis shows the number of measurements per
level. The figure refers to all data in a period of 1 day in a DWL
scenario with 800-km orbit. Solid lines are standard deviations;
the dotted lines are means.

 generation of a high-resolution DWL scenario with
800-km orbit and 10-J laser; and

* generation of future satellite systems ATOVS and
ASCAT.

Any data assimilation center may conduct impact
assessments of DWL, ASCAT, ATOVS, or any other
combination of the simulated observing systems us-
ing the database. The provision of the simulated ob-
servation together with the true observation, the
standard deviation, the probability of gross error, and
the gross error range can help developers of assimi-
lation- or data handling systems to check their

“schemes for consistency over periods of up to 30 days.
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Fic. 6. Simulated clear column brightness temperatures by
channel number for the ATOVS instrument mounted on the
NOAA polar orbiter over sea, as they are simulated from the radia-
tive transfer model within the IFS (Eyre 1991). The left-hand axis
shows satellite channel number, and the right axis shows the number
of measurements per channel. The figures refer to all data in a period
of 1 day, averaged over the Northern Hemisphere north of 20°N.,
Solid lines are standard deviations; the dotted lines are means.

The well-documented error statistics and the provi-
sion of the true nature run values may aid in finding
the systematic errors introduced by the data handling
routines rather than the data itself.

The only data type not simulated to date is the high
spectral resolution radiances from advanced infrared
sounders such as the Atmospheric Infrared Sounder
and the Infrared Atmospheric Sounding Interferom-
eter. It is planned to add the latter to the database in
the near future.

World Wide Web address of the ECMWF:
http://www.ecmwf.int/
library: http://www.ecmwf.int/library/home.html
miscellaneous publications: http://www.ecmwf.int/
library/misc.html
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Fic. 7. Rms statistics of Gaussian and gross error of the
simulated TEMPs U-wind component (a) and (b); and DWL
HLOS (c) and (d). As long as the theoretical error standard
deviation applied in the error model is constant with the
atmospbheric state, it is identical with the rms of the applied error.
The mean of the applied error approaches zero when a higher
number of samples is taken. The left-hand axis shows vertical
level in hPa, and the right axis the number of measurements per
level. The figures refer to all data in a period of 1 day, averaged
over the Northern Hemisphere north of 20°N. Thin solid line:
theoretical ¢ as used in the error model; thick-dashed line: rms
of the applied error; dotted line: mean of the theoretical error; and
dot—dashed line: mean of the applied error.
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Appendix: The OSSE database files

The whole of the OSSE database resides at
ECMWF. The file-naming convention is bufr-
$TYPESDATE, where $TYPE can be synop, tovs,
atovs, dwll, dwl2, and scatt (see Table Al). $DATE
may be any date in the form YYMMDD from 930205
to 930306. Individual files can be requested for a par-
ticular date or the whole period.

The total volume of this database is approximately
2.9 GB, split across 241 files. Each BuFR report con-
tains the simulated data, the nature run values, the
standard deviation of error o, the probability of a
gross error Pg, the gross error range Rg, and a gross
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TasLE Al. ECMWF OSSE database file-naming convention and sizes. Any

date between 930205 and 930306 may be used for *.

File Contents

Size (MB)

" bufrsynop* SYNOP, AIREP, SATOB,
DRIBU, TEMP, PILOT, and PAOB

bufratovs* HIRS 1-8 and 10-19,

error tag. BuFR decoding routines are
needed and these can be provided.

The nature run model fields are stored
in the ECMWF Meteorological Archive
and Retrieval System (MARS) as one
30-day forecast, starting 93020500, in-
cluding all model fields every 6 h over
the whole period. A description of the
nature run model fields stored in MARS
is given in Stoffelen et al. (1994). Access
to the database can be granted by ESA.

AMSUA 115 ant AMSU-B 1.5 Applications should be sent to
- - an - -
| bufrscatt*  ASCAT double swath o, ESA/ESTEC ' .
B Dl e Director of the Earth Science Division
bufldwll* High-orbit, high-energy DWL 18 Dr. C. J. Readings
e : ; T Postbus 299
; be;fldwl?* Iifmvmlf-iorblt, high-energy DWL . 1%”% NL-2200 AG NOOI'dWijk
buf2dwl1* High-orbit, low-energy DWL 18 Netherlands
- : .
§ buf2dwl2* Low-orbit, low-energy DWL 18 When access is granted, contact
R. Saunders at ECMWF (r.saunders
buf3dwl1930206  High-resolution, high-orbit DWL 8 @ecmwf.int) for further details of the
data distribution procedure.
ASCAT Sigm-0 N.hem Data-
ff [m/s] . 1 9 ' . ount References
E : E Andersson, E., A. Hollingsworth, G. Kelly, P. Lonnberg,
- | o J. Pailleux, and Z. Zhang, 1991: Global observing system ex-
3 | : periments on operational statistical retrievals of satellite
E el E sounding data. Mon. Wea. Rev., 119, 1851-1864.
- |: - WMO STATION NUMBER 03010
- 3 - Nature RUN and SIMULATED VALUES
3 1 = 1050
- i -
. 1 -
3 A = 1030
] ! :
] { S
- 1{ - 3 1010
T . T T T LEJEJ
-0.1 0 0.1 0.2 8
; £
O, units Z

Fic. 8. Rms statistics of the simulated ASCATSs. Rms statistics
in o, space plotted over wind speed intervals in m s™. The curve
depicts nicely the applied error function e = 6, (zkp* + 0.05%)'?, zkp
=0.000644 (ff - 16)* with the minimum at 6, = 0.05 and 16 ms™".
The left-hand axis shows wind speed in m s7', and the right axis
shows the number of measurements per 1 m s™! interval. The figures
refer to all data in a period of one day, averaged over the Northern
Hemisphere north of 20°N. Solid: theoretical and simulated o©;
dotted: bias of simulated data per wind speed intervals of 1 m s™".
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FiG. 9. Surface pressure in Sule Skerry at 59.05°N and 4.24°W.
The smooth thick block-hashed line depicts the nature run, and
the noisy line depicts the simulated surface pressure. Long spikes
indicate the application of gross errors.
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